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Outline of this talk

• Title keywords intro:

• Supporting a New PostgreSQL Version in Your Extension
- A Citus Case Study

• PG release timeline adventures

• Steps on supporting a new PG version

• Successful compilation

• Extension logic sanity

• PGXX New features integration
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PostgreSQL major releases

• A major version every year

• New features, improvements, and bug fixes

• Following a well-defined release schedule
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Postgres: Designed to be easily extensible

PG extensions:

• Add custom functionality

• Enhance database capabilities

• Optimize performance

• Overall idea: make the database more adaptable to 
specific requirements or use cases.
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Extensions using PostgreSQL hooks

• Customize PG at various execution points

• Predefined entry points in the server's code where 
additional functionality can be inserted without modifying 
the core source code

• E.g. hooks at query planning, execution, transaction 
management
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Citus: Extension leveraging PG hooks
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• Adds the ability to distribute and 
replicate PostgreSQL tables across a 
shared-nothing PostgreSQL cluster

• Open-source repo on GitHub: 
https://github.com/citusdata/citus

• Citus on Azure - Cosmos DB for 
PostgreSQL

• Citus Utility hook and Columnar 
Utility hook before Postgres’s 
standard utility process

• Intercepts PostgreSQL’s planner, 
parser and executor

Distributed PostgreSQL as an Extension

https://github.com/citusdata/citus


Questions for your extension:
Is it compatible with the new PG release?

• Does the extension compile successfully?

• How’s the test suite doing?

• Do new PG features just work when your extension is installed?

• Do you still want to support earlier PG versions?

• Is your extension still relevant?

• Do you need a strategy here or will a Pull Request fix 
everything?
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Answers for Citus Pre-PG16 support

• Does the extension compile successfully?

• How’s the test suite doing? 

• Do new PG features just work when your extension is installed? 

• Do you still want to support earlier PG versions?

• Is your extension still relevant? 

• Do you need a strategy here or will a Pull Request fix 
everything? 
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• Does the extension compile successfully? No

• How’s the test suite doing? Some tests fail/crash

• Do new PG features just work when your extension is installed? 
Most do, some don’t

• Do you still want to support earlier PG versions? Yes, 3

• Is your extension still relevant? Yeah, but need to distribute new 
SQL commands as well to stay coherent

• Do you need a strategy here or will a Pull Request fix 
everything? A STRATEGY FOR SURE



Strategy

General: Follow the PG release schedule

1. Successful compilation

2. Extension sanity

• Make sure everything works as before – use your test suite!

3. PG new features integration

• Enhance your extension with PG’s newly added features/SQL 
changes
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Follow the PG release schedule

• Postgres is open-source

• You can follow the commits going into the new release
REL_XX_STABLE branch

• Build and run tests regularly to identify potential issues 
with new PG commits early-on

• Make use of Beta releases and release candidates
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Example – PG15 Timeline (2022)

15 Beta 1 – May 19th : SQL/JSON feature
15 Beta 2 – June 30th : improvements to SQL/JSON feature 
15 Beta 3 – August 11th

15 Beta 4 – September 8th : SQL/JSON feature is reverted, Citus builds are broken
15 RC 1 – September 29th : message wording change, Citus tests are broken
15 RC 2 – October 6th

15.0 – October 13th : Introduces new function, builds are ok, tests are broken

• SQL/JSON features proposed in beta1 removed as of beta4
=> We also reverted our commits for these features.

• Function name conflict ReplicationSlotName after RC2
=> renamed to ReplicationSlotNameForNodeAndOwner.
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Example – PG16 Timeline (2023)

16 Beta 1 – May 25th

16 Beta 2 – June 29th

Merge compilation changes

16 Beta 3 – August 10th

Merge regression tests sanity changes

16 RC 1 – August 21st 
16.0 – September 14th
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1 - Successful compilation
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Update CONFIGURE script to include PGXX

Some variables no longer exist / have been replaced, PG15 e.g:

Value node struct has been removed,  replaced by separate Integer, Float, 
String, and BitString node types 

Functions/Objects/Variables/Properties added/changed, PG15 e.g:
#if PG_VERSION_NUM >= PG_VERSION_15

#define RelationCreateStorage_compat(RelFileNode rnode, char relpersistence, bool register_delete)

    RelationCreateStorage(rnode, relpersistence, register_delete)

#else

#define RelationCreateStorage_compat(RelFileNode rnode, char relpersistence, bool register_delete)

    RelationCreateStorage(rnode, relpersistence)



2 - Extension sanity

• Successful compilation is NOT enough.

• Should update INTERNAL LOGIC accordingly to make sure 
current features function properly. 
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Citus Planner Hook Example with PG16 
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Citus Technical Documentation
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planner_hook = distributed_planner
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planner_hook = distributed_planner
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Fast Path Planner skips cost estimation 
prior to query distribution
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PG16 commit that broke the planner hook
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New entry in PlannedStmt struct
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New entry in RangeTblEntry struct
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INSERT failure in a distributed table

CREATE TABLE test_table (id int primary key, name text);

INSERT INTO test_table VALUES (1, 'beana');

SELECT create_distributed_table('test_table', 'y’); ## Citus signature

INSERT INTO test_table VALUES (2, 'erida');

ERROR:  invalid perminfoindex 1 in RTE with relid 25395

What happened?
test_table has the perminfoindex entry as 1
A PlannedStmt struct somewhere missing permInfos list 
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One-line fix in the fast path planner
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Process of committing into the Citus repo
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1. Find the relevant PG commit breaking the current logic
Rework query relation permission checking · postgres/postgres@a61b1f7 (github.com)

2. Fix the logic in Citus and put a reference to the PG commit in the commit 
description
PG16 compatibility - Rework PlannedStmt and Query's Permission Info (… · 
citusdata/citus@b36c431 (github.com)

descr: This commit is in the series of PG16 compatibility commits.

It handles the Permission Info changes in PG16. See below:

…

We had crashes because perminfoindexes were not updated in the finalized

planned statement after distributed planner hook.

So, basically, everywhere we set a query's or planned statement's rtable

entry, we need to set the rteperminfos/permInfos accordingly.

Relevant PG commit:

a61b1f74823c9c4f79c95226a461f1e7a367764b

https://github.com/postgres/postgres/commit/a61b1f74823c9c4f79c95226a461f1e7a367764b
https://github.com/citusdata/citus/commit/b36c431abbe3f70ba18de5610570adfa9d72d56d


2 - Extension sanity

• Q: How to find all the broken pieces?
A: Hopefully you have a nice and thorough test suite

• Q: How to keep track of everything?
A: GitHub issues are a nice way
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2 - Extension sanity

If possible, in terms of engineering resources,
you can be even more proactive

Build and run tests of your extension regularly with 
REL_XX_STABLE branch of PostgreSQL

1. Fix build issues instantly,

2. Fix test issues instantly, or document them for later
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3 - PG new features integration

Resources to track PostgreSQL XX’s improvements/additions.

• Official release notes

• Feature matrix (which features added in which version)

• “Waiting for PGXX” blog www.depesz.com

• pgPedia notes 
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3 - PG new features integration

Two types of improvements/features

1. Simply work with your extension

2. Need development in your extension
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3 - PG new features integration

Stuff that just work with Citus (the majority do!):

• Shards are regular Postgres tables, and queries are sent to 
shards as regular SQL commands. Any improvement on 
these are reflected on distributed tables such as 
performance, index/constraint improvements etc.

• Citus does not interfere with replication, checkpointing, 
vacuum, logging, monitoring, psql, fdw, contrib modules 
and many other things. Any improvement on these areas is 
also reflected.
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3 - PG new features integration

Stuff that need development/testing to work with Citus:

When the SQL interface changes, Citus needs to learn how to 
send it properly to the worker nodes.

• Syntax on a command is expanded 

• New command is introduced

• New functions /data types added
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Decide what to do based on your 
resources!
1. Extend the codebase to support new stuff

2. Extend testing for new features that work with your 
extension, but might need maintenance for future changes

3. Print meaningful error messages for unsupported stuff

In Citus, we tracked these with yet another GitHub issue
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Examples with PG16

1. Extend the codebase to support new stuff
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Examples with PG16

2. Extend testing for new features that work with your 
extension, but might need maintenance for future changes
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Examples with PG16

3. Print meaningful error messages for unsupported stuff
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PG17 progress on Citus

• Successful compilation changes are merged.

• Extension sanity is in progress

• PG17Beta2 Support - Regression tests sanity · Issue #7653 · 
citusdata/citus (github.com)

• Implementing new features – not started yet

• Set to track in PG17.0 Support - SQL changes, new features · Issue 
#7708 · citusdata/citus (github.com)

• Expected to add PG17 support on Citus by the end of 2024
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https://github.com/citusdata/citus/issues/7653
https://github.com/citusdata/citus/issues/7708
https://github.com/citusdata/citus/issues/7708


Revisiting Strategy

General: Follow the PG release schedule

1. Successful compilation

2. Extension sanity

• Make sure everything works as before – use your test suite!

3. PG new features integration

• Enhance your extension with PG’s newly added features/SQL 
changes
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Thank you for your attention!

Q&A

Feedback QR:



Meet our
Postgres

PGConf EU
team at

2024



Get your FREE socks 

@ Microsoft booth

Got 3 minutes? 
We’d love your input 
on some of our
Postgres work



Have you 
listened to

TalkingPostgres.com?



Save the date
June 10-12, 2025

A free & virtual developer event

aka.ms/posette-subscribeSubscribe to news → 

Now in it’s 4th year!
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